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Abstract. The cusp singularity, with only Hölder continuity, is a typical singularity formed in the
quasilinear hyperbolic partial differential equations, such as the Hunter-Saxton and Camassa-Holm
equations. We establish the global existence of Hölder continuous energy conservative weak solution
for a family of Hunter-Saxton type equations, where the regularity of solution varies with respect to
a parameter. This result can help us predict regularity of cusp singularity for many other models.
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1. Introduction

We consider a family of nonlinear wave equations parameterized by λ, which have the form
utx + f ′(u)uxx + λ f ′′(u)u2x = g(u, ux) . (1.1)

Here u = u(x, t) is a scalar function defined for (x, t) ∈ R × R+. More intuitively, equation (1.1)
can be formally written as

utx + (f ′(u))1−λ
[
(f ′(u))λ ux

]
x
= g(u, ux) .

Equation (1.1) includes several important and interesting models when λ takes different values.
• When λ = 1, g(u) = 0: ut + (f(u))x = 0 is a scalar hyperbolic conservation law. The

solution in general forms discontinuities (shock waves). We study BV existence. See [12].
• When λ = 1

2 , f ′(u) = u, g(u) = 0: utx + uuxx +
1
2(ux)

2 = 0 is the Hunter-Saxton equation,
a simplified model from nematic liquid crystals [2, 4, 13, 14, 15], where global H1 Solutions
were found [4, 5, 8, 13, 14, 15], after the formation of cusp singularity.

• When λ = 1
2a , f ′(u) = ua with any positive integer a and g(u, ux) = ua+1 − P −Qx:

utx + uauxx +
1
2u

a−1(ux)
2 − ua+1 + P +Qx = 0. (1.2)

where P := p ∗ [2a−1
2 ua−1(ux)

2 + ua+1] and Q := (a−1)
2 p ∗ [ua−2(ux)

3]. This equation gives
Camassa-Holm equation when a = 1 (λ = 1

2) with H1 solution [1, 3], and Novikov equation
when a = 2 (λ = 1

4) with W 1,4 solution [6, 7].
One common feature of these equations is the finite time gradient blowup of solutions even with

smooth initial data. The regularity of (1.1), has been considered by two earlier papers of the authors:
in [10] when g = 0, we showed that there exists a global energy conservative Hölder continuous weak
solution for (1.1) with exponent 1− λ, when λ ∈ (0, 12). Later in [11], we proved that for the global
existence of conservative type Hölder continuous solutions for (1.2), i.e. (1.1) with non-local source
g, with exponent 1 − λ = 1 − 1

2a , for a ≥ 1, i.e. when λ ≤ 1
2 . Here the regularity of solution is

especially consistent with earlier results on Camassa-Holm and Novikov equations.
Now we propose the following conjecture.

Conjecture: When λ ∈ (0, 1), for the initial value problem of (1.1) with reasonable condition on
g, there is a global Hölder continuous solution on both x and t with exponent 1− λ.
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Loosely speaking, the Hölder exponent 1 − λ in the conjecture comes from the one dimensional
Sobolev embedding W 1, 1

λ ↪→ C0,1−λ, where the equation (1.1) satisfy energy conservation or balance
law on (ux)

1/λ. The regularity of Hölder continuous solution including cusp singularity in the
conjecture is basically consistent with existing results at the ending values when λ = 0 and 1.

In this paper, we address one big missing piece for this conjecture: the regularity of solution
when γ ∈ (12 , 1). For simplicity, we only consider the case when the source term g = 0.

Theorem 1. We consider the initial boundary value problem of (1.1) on the region (x, t) ∈ R+×R+

with constant parameter λ ∈ (0, 1) and g = 0. As initial and boundary data we take

u(0, t) = 0, u(x, 0) =: u0(x) ∈ W
1, 1

λ
loc (R+) , (1.3)

and a compatibility condition
u0(0) = 0 and u′0(0) = 0 . (1.4)

We further assume that f(u) is a C2 function satisfying
f ′(0) ≥ 0, |f ′′(u1)− f ′′(u2)| ≤ L|u1 − u2|, ∀u1, u2 ∈ R

for some constant L, and |f ′′(u)| is uniformly bounded.
For any given time T ∈ (0,∞), this initial-boundary value problem admits a weak solution u(x, t)

defined on R+ × [0, T ] in the following sense.
(i). The equation (1.1) is satisfied in the weak sense, i.e., for any φ ∈ C1

c (R+ × [0, T ]),∫ T

0

∫ ∞

0

{
− ux (φt + f ′(u)φx) + (λ− 1) f ′′(u)u2x φ

}
dx dt = 0. (1.5)

(ii). The initial and boundary conditions (1.3)–(1.4) are satisfied point-wise.
(iii). For any fixed t > 0, the function u(·, t) is in W

1, 1
λ

loc (R+), hence is locally Hölder continuous
with exponent 1− λ by the Sobolev embedding Theorem.

Here W
1, 1

λ
loc (R+) is the Sobolev space with standard notation. The assumption that f ′(0) ≥ 0

protects that the wave on the boundary x = 0 does not flow in an outward direction.
The rest of this paper is organized as follows. In Section 2, we will introduce the characteristic

coordinates and semilinear equations. In section 3, we show the existence of semilinear equations,
then in section 4, we do the reverse transformation to obtain solutions for the original equation.

2. New coordinates

In this section, we derive a semi-linear system of (1.1) for smooth solutions by introducing a set
of new variables. Consider the equation of the characteristic

dxc(t)

dt
= f ′(u(xc(t), t)).

The characteristic passing through the point (x, t) will be denoted by
a 7→ xc(a; x, t) or equivalently b 7→ tc(b; x, t),

where a and b are the time and space variables of the characteristic, respectively. Then we introduce
the change of coordinates (x, t) 7→ (Y, τ) where

Y :=



∫ xc(0;x, t)
0

(
1 + u2x(x

′, 0)
) 1

2λ dx′,
when the characteristic passing (x, t) interacts t = 0;

−tc(0; x, t) f ′(0)
when the characteristic passing (x, t) interacts x = 0,

(2.1)
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with (x, t) ∈ R+ × [0, T ] and τ := t . This implies
Yt + f ′(u)Yx = 0, τt = 1 and τx = 0,

from which, one has for any smooth function m,{
mt + f ′(u)mx = mY (Yt + f ′(u)Yx) +mτ (τt + f ′(u)τx) = mτ ,
mx = mY Yx +mτ τx = mY Yx.

(2.2)

Now we formulate a set of equations on (Y, τ)-coordinates which is equivalent to (1.1). The
following further variables will be used:

v := 2 arctanux and ξ :=
(1 + u2x)

1
2λ

Yx
.

By a direct calculation, we obtain a semi-linear system, c.f. [10]
uY = ξ sin v

2 (cos
v
2 )

1
λ
−1 ,

vτ = −2λ f ′′(u) sin2 v
2 ,

ξτ = 1
2 ξ f

′′(u) sin v .

(2.3)

We remark here that semi-linear system (2.3) is invariant under translation by 2π in v. It would
be more precise to use eiv as variable. For simplicity, we use v ∈ [−π, π] with endpoints identified.

We now consider the initial-boundary conditions of system (2.3) in the coordinates (Y, τ), cor-
responding to (1.3) and (1.4) in the original coordinates (x, t). By (2.1), we know that, the initial
lines τ = 0 and t = 0 are the same line. Moreover, the line x = 0 (t ≥ 0) in the (x, t) plane is
transformed to a curve Y := Γb(τ) in the (Y, τ) plane defined by

Y = Γb(τ) = −f ′(0)τ .

Recall f ′(0) ≥ 0. Thus, the coordinates transformation maps the domain (R+, [0, T ]) in the (x, t)
plane into the set

Ω := {(Y, τ); Y ≥ Γb(τ), 0 ≤ τ ≤ T}
in the (Y, τ) plane. Then we can supplement the initial-boundary data for (2.3) as follows.

The initial data on (Y, 0) with Y ≥ 0 are u(Y, 0) := u0
(
x(Y, 0)

)
,

v(Y, 0) := 2 arctan(u′0
(
x(Y, 0)

)
),

ξ(Y, 0) := 1.
(2.4)

The boundary conditions on Y = Γb(τ) with 0 ≤ τ ≤ T are u(Γb(τ), τ) := 0,
v(Γb(τ), τ) := 0,
ξ(Γb(τ), τ) := 1.

(2.5)

3. Existence on the new coordinates

Now we prove the existence of solution for system (2.3) with initial and boundary data (2.4)–(2.5).

Theorem 2. Assume all conditions on initial and boundary data in Theorem 1 hold. Then the
corresponding problem (2.3) with initial-boundary data (2.4)–(2.5) has a solution defined for all
(Y, τ) ∈ Ω.

Proof. We first show a local existence result by finding a local solution as fixed point of a suitable
integral transformation. To this end, we divide the region Ω into two subregions: Ω = Ω1∪Ω2, with

Ω1 := {(Y, τ); τ ≥ 0, Γb(τ) ≤ Y ≤ 0}, Ω2 := {(Y, τ); τ ≥ 0, Y ≥ 0},
Specifically, if f ′(0) = 0, then Ω = Ω2.
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Now we first discuss a local existence of solutions in the region Ω1 near the point (0, 0). For fixed
constant K1 > 0 and for some 0 < α ≤ 1− λ, consider a set

K1 =
{
(u, v, ξ)

∣∣∣‖(u, v, ξ)(Y, τ)‖Cα(Ω1δ1
) ≤ K1, ‖(uY , vτ , ξτ )(Y, τ)‖L∞(Ω1δ1

) ≤ K1,

(u, v, ξ)(Γb(τ), τ) = (0, 0, 1)
}
,

where δ1 > 0 is a small constant and
Ω1δ1 =

{
(Y, τ) ∈ Ω1 : dist((Y, τ), (0, 0)) ≤ δ1

}
.

For (u, v, ξ) ∈ K1, consider a map
T1(u, v, ξ) = (û, v̂, ξ̂)

defined by the solution of (2.3). More precisely,

û(Y, τ) =

∫ Y

Γb(τ)
ξ sin

v

2
(cos

v

2
)
1
λ
−1(Y ′, τ) dY ′, (3.1)

v̂(Y, τ) = −2λ

∫ τ

Γ−1
b (Y )

f ′′(u) sin2
v

2
(Y, τ ′) dτ ′, (3.2)

ξ̂(Y, τ) = 1 +
1

2

∫ τ

Γ−1
b (Y )

ξf ′′(u) sin v (Y, τ ′) dτ ′. (3.3)

It is clear that (û, v̂, ξ̂)(Γb(τ), τ) = (0, 0, 1) and the space K1 is compact in C0(Ω1δ1). From the
Schauder fixed point theorem it follows that to obtain the existence of solutions of system (2.3) in
Ω1, our goal now is to show that the map T1 is continuous under C0 norm and maps K1 to itself. In
fact, a straightforward computation can check that the map T1 is continuous. By (3.1)–(3.3), if δ1 is
small enough, T1 maps K1 to itself. For example, ûY is bounded, so û is Lipschitz in the Y -direction.
In the τ direction, the Cα norm of û is less than or equal to Cδ1 times ‖(u, v, ξ)(Y, τ)‖Cα for some
constant C. We refer readers to [9] for more details.

Therefore, we have a fixed point (u, v, ξ) ∈ K1 for the map T1.
Similarly, for the local existence in the region Ω2 near the curve τ = 0, we apply the fixed point

argument to the following maps obtained by integrating the system (2.3):
T2(u, v, ξ) = (ū, v̄, ξ̄),

where

ū(Y, τ) = u(0, τ) +

∫ Y

0
ξ sin

v

2
(cos

v

2
)
1
λ
−1(Y ′, τ) dY ′,

v̄(Y, τ) = 2 arctan(u′0(x(Y, 0)))− 2λ

∫ τ

0
f ′′(u) sin2

v

2
(Y, τ ′) dτ ′,

ξ̄(Y, τ) = 1 +
1

2

∫ τ

0
ξ f ′′(u) sin v (Y, τ ′) dτ ′,

for any point (Y, τ) ∈ Ω2δ1 := Ω2 ∩ {τ < δ1}. For sufficiently large constant K2 > 0, define the set

K2 =
{
(u, v, ξ)

∣∣∣‖(u, v, ξ)(Y, τ)‖Cα(Ω2δ2
) ≤ K2, ‖(uY , vτ , ξτ )(Y, τ)‖L∞(Ω2δ2

) ≤ K2,

(u, v, ξ)(0, τ) = (ũ, ṽ, ξ̃)(τ)
}
,

where δ2 ≤ δ1 is a small constant and
Ω2δ2 =

{
(Y, τ) ∈ Ω2δ1 : dist((Y, τ), {τ = 0}) ≤ δ2

}
.

Note that the functions (u, v, ξ)(0, τ) are achieved in Ω1δ1 by map T1, so (u, v, ξ)(0, τ) are Cα

continuous. It is clear that (ū, v̄, ξ̄)(0, τ) = (ũ, ṽ, ξ̃)(τ) and the space K2 is compact in C0(Ω2δ2).
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Hence, similar to the existence in Ω1δ1 , by selecting appropriate constants K2 and then δ2, the map
T2 is continuous under C0 norm and maps K2 to itself, the local existence of solutions in Ω2 will
follow from the Schauder fixed point theorem.

To extend this local solution to the whole domain Ω, one must establish a priori bounds, showing
that ξ remains bounded on bounded sets. This is obviously. Since f ′′(u) is uniformly bounded
above, using the last equation in (2.3), we could find a priori upper bound of ξ, i.e.

ξ ≤ exp{1
2
T max

(Y,τ)∈Ω
(f ′′(u))}.

Thus we have the global existence Theorem 2. □

4. Solutions in the original variables

In this section, we show that the solution in the (Y, τ)-coordinate can be expressed by the original
variables (x, t). The proof will be given in several steps.

Step 1. Firstly, we need the inverse transformation on the solution of the semi-linear system to
construct the solution to (1.1). By (2.2), set t = τ and

xY = ξ(cos2
v

2
)

1
2λ , xτ = f ′(u). (4.1)

By a direct calculation, one has xτY = f ′′(u)ξ sin v
2 (cos

v
2 )

1
λ
−1 = xY τ , so two equations in (4.1)

are equivalent. Hence, if the solution exists, we can define the function x(Y, τ) based on the region
where (Y, τ) is located. For example, if (Y, τ) ∈ Ω1, then

x(Y, τ) =

∫ Y

Γb(τ)
ξ(cos2

v

2
)

1
2λ (Y ′, τ) dY ′ =

∫ τ

Γ−1
b (Y )

f ′(u)(Y, τ ′) dτ ′.

If (Y, τ) ∈ Ω2, then

x(Y, τ) =

∫ Y

Γb(τ)
ξ(cos2

v

2
)

1
2λ (Y ′, τ) dY ′ =

∫ Y

0
ξ(cos2

v

2
)

1
2λ (Y ′, 0) dY ′ +

∫ τ

0
f ′(u)(Y, τ ′) dτ ′.

Step 2. We claim that a solution of (1.1) can be obtained by setting

u(x, t) = u
(
x(Y, τ), t(τ)

)
although the map (Y, τ) → (x, t) constructed above may not be one-to-one. That is, for any fixed
point (x, t), the values of u do not depend on the choice of Y . In fact, if x(Y1, τ

∗) = x(Y2, τ
∗) = x∗,

for two points (Y1, τ
∗) and (Y2, τ

∗) in Ω and Y1 < Y2, then by the monotonicity of x on Y given in
(4.1), we obtain xY (Y, τ

∗) = ξ(cos v
2 )

1
λ = 0 for Y ∈ [Y1, Y2]. This yields cos v

2 = 0 for Y ∈ [Y1, Y2].
Moreover, by (2.3), then uY = 0 when Y ∈ [Y1, Y2]. Therefore, we get u(Y1, τ

∗) = u(Y2, τ
∗).

Step 3. Finally, the function u(x, t) is in the space W
1, 1

λ
loc (R+). For any time t ∈ [0, T ] and

bounded interval [x1, x2] ∈ R+, recalling (2.3) and (4.1), one gets∫ x2

x1

|ux|
1
λ dx =

∫ Y2

Y1

∣∣∣ uY

ξ(cos v
2 )

1
λ

∣∣∣ 1
λ
ξ(cos

v

2
)
1
λ dY =

∫ Y2

Y1

| sin v

2
|
1
λ ξ dY < ∞.

Hence, the function u(·, t) ∈ W
1, 1

λ
loc (R+) for any t > 0. By the Sobolev embedding Theorem, this

implies the locally Hölder continuity with exponent 1− λ of u as a function of x.
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Step 4. Finally, we prove that the function u = u(x, t) provides a weak solution of (1.1). For
any test function φ ∈ C1

c (R+ × [0, T ]), by (2.3) and (4.1), we see that∫ T
0

∫∞
0

{
− ux (φt + f ′(u)φx) + (λ− 1)f ′′(u)u2x φ

}
dx dt

=
∫ ∫

(Y,τ)∈Ω

{
− uY φτ + (λ− 1)f ′′(u)ξ sin2 v

2 (cos
v
2 )

1
λ
−2 φ

}
dY dτ

=
∫ ∫

(Y,τ)∈Ω

{
(ξ sin v

2 (cos
v
2 )

1
λ
−1)τ + (λ− 1)f ′′(u)ξ sin2 v

2 (cos
v
2 )

1
λ
−2

}
φdY dτ

= 0,

which is exactly (1.5). This completes the proof of Theorem 1.
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